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A family of partially invariant solutions of the Navier-Stokes equations of rank 2 and defect 2 is considered. These solutions describe the three-dimensional unsteady motions of a viscous incompressible fluid in which the vertical velocity component and the pressure are independent of the horizontal coordinates. In particular, they can be interpreted as flows in a horizontal layer, one boundary of which is the free surface.

1. Invariant and Partially Invariant Solutions of the Navier-Stokes Equations. We analyze the system of Navier-Stokes equations

$$
\begin{equation*}
\boldsymbol{u}_{\boldsymbol{t}}+\boldsymbol{u} \cdot \nabla \boldsymbol{u}=-\nabla p+\Delta \boldsymbol{u}, \quad \nabla \cdot \boldsymbol{u}=0 \tag{1.1}
\end{equation*}
$$

which is considered from the group-theoretic standpoint. Here $\boldsymbol{u}=(u, v, w)$ is the velocity vector, $p$ is the pressure, $t$ is the time, and $\nabla$ and $\Delta$ are the gradient and the Laplacian in variables $\boldsymbol{x}=(x, y, z)$, respectively.

System (1.1) admits the infinite-dimensional group of transformations [1] that produces its numerous invariant solutions (see [2] and references therein). Many of these solutions have been known for a long time; however, their systematic analysis has become possible due to the development of up-to-date methods of group analysis of differential equations [3]. At the same time, as far back as the beginning of the twentieth century, exact solutions of system (1.1) were found, the group nature of which remained unclear until the 1970s. The most known of them is the von Kármán solution [4]. It was found that the von Kármán solution and its analogs, though having also a group origin, are not the invariant solutions [5]: they relate to the class of partially invariant solutions [6] of the Navier-Stokes system.

A systematic analysis of the partially invariant solutions of system (1.1) has not been performed so far, although some representatives of this class were studied in detail [ $7-11$ ]. As is well known, the main difficulty in investigating the partially invariant solutions is the analysis of compatibility of the arising overdeterminate system of equations. In the studies mentioned above, this analysis did not require special efforts. In the present paper, the class of partially invariant solutions of system (1.1) of rank 2 and defect 2 is studied, where the procedure of reducing an overdeterminate system of equations for four independent variables to a passive system is not trivial.
2. New Class of Partially Invariant Solutions of System (1.1). Let us consider the group $G^{4}$ of transformations of Euclidean space $\Re^{8}$ with the coordinates $x, y, z, t, u, v, w$, and $p$ generated by the operators $X=\partial_{x}, Y=\partial_{y}, U=t \partial_{x}+\partial_{u}$, and $V=t \partial_{y}+\partial_{v}$. Obviously, the group $G^{4}$ is admitted by the Navier-Stokes system; however, none of the invariant solutions of this system corresponds to it. Indeed, the complete set of invariants of the group $G^{4}$ involves $z, t, w$, and $p$, so that the rank of the relative Jacobi matrix [3] is 2 , and the number of invariants which do not involve unknown functions is also equal to 2 . This

[^0]allows one to find a regular, partially invariant solution [12] of rank 2 and defect 2 of system (1.1) relative to the group $G^{4}$ in the form
\[

$$
\begin{equation*}
w=2 f(z, t), \quad p=p(z, t), \quad u=u(x, y, z, t), \quad v=v(x, y, z, t) \tag{2.1}
\end{equation*}
$$

\]

This class of solutions for the gas dynamic equations is considered in [13]. Instead of the velocity components $u$ and $v$, it is more convenient to choose the functions $\widehat{u}(x, y, z, t)$ and $\widehat{v}(x, y, z, t)$, which are related to $u$ and $v$ by the formulas

$$
u=\hat{u}-x \frac{\partial f}{\partial z}, \quad v=\hat{v}-y \frac{\partial f}{\partial z}
$$

The second equation of system (1.1) with (2.1) is then rewritten in the form

$$
\frac{\partial \widehat{u}}{\partial x}+\frac{\partial \widehat{v}}{\partial y}=0
$$

and it can be satisfied by introducing the analog of the stream function $\psi=\psi(x, y, z, t)$ by the formulas

$$
\widehat{u}=\frac{\partial \psi}{\partial y}, \quad \widehat{v}=-\frac{\partial \psi}{\partial x} .
$$

Moreover, the first two scalar equations equivalent to the vector equation of system (1.1) assume the form

$$
\begin{gather*}
\psi_{y t}+\psi_{y} \psi_{x y}-\psi_{x} \psi_{y y}+2 f \psi_{y z}-x\left(f_{z t}+f_{z} \psi_{x y}+2 f f_{z z}-f_{z}^{2}\right)-y f_{z} \psi_{y y}=\Delta \psi_{y}-x f_{z z z} \\
-\psi_{x t}-\psi_{y} \psi_{x x}+\psi_{x} \psi_{x y}-2 f \psi_{x z}-y\left(f_{z t}-f_{z} \psi_{x y}+2 f f_{z z}-f_{z}^{2}\right)+x f_{z} \psi_{x x}=-\Delta \psi_{x}-y f_{z z z} \tag{2.2}
\end{gather*}
$$

while the third equation is separated and serves to determine the pressure $p(z, t)$ if the function $f(z, t)$ is known:

$$
p_{z}+2 f_{t}-2 f_{z z}+4 f f_{z}=0 .
$$

We note that summation of the first equation (2.2) differentiated with respect to $x$ and the second equation differentiated with respect to $y$ gives the equation

$$
\begin{equation*}
\left(\frac{\partial^{2} \psi}{\partial x \partial y}\right)^{2}-\frac{\partial^{2} \psi}{\partial x^{2}} \frac{\partial^{2} \psi}{\partial y^{2}}=\frac{\partial^{2} f}{\partial z \partial t}+2 f \frac{\partial^{2} f}{\partial z^{2}}-\frac{\partial^{3} f}{\partial z^{3}}-\left(\frac{\partial f}{\partial z}\right)^{2} \tag{2.3}
\end{equation*}
$$

In this equation, the right-hand side depends only on $z$ and $t$, and, therefore, it can be considered as the Monge-Ampere equation with a constant (depending on $z$ and $t$ ) right-hand side.

In this paper, we consider the hyperbolic case where the right-hand side in the Monge-Ampere equation (2.3) is nonnegative. We denote it by

$$
\alpha^{2}(z, t) \equiv \frac{\partial^{2} f}{\partial z \partial t}+2 f \frac{\partial^{2} f}{\partial z^{2}}-\frac{\partial^{3} f}{\partial z^{3}}-\left(\frac{\partial f}{\partial z}\right)^{2}
$$

It is well known [14] that, in this case, the Monge-Ampere equation has the first integral

$$
\begin{equation*}
\frac{\partial g}{\partial y}=2 \alpha x+G\left(z, t, \frac{\partial g}{\partial x}\right) \tag{2.4}
\end{equation*}
$$

where $g(x, y, z, t)=\psi(x, y, z, t)+x y \alpha(z, t)$, and $G(z, t, \xi)$ is an arbitrary function of integration. Substituting this representation into the first equation of (2.2) and combining with the second equation, we obtain the equality

$$
\begin{equation*}
S \equiv b_{4} g_{x x}^{2}+b_{5} g_{x z}^{2}+b_{1} g_{x x}+b_{2} g_{x z}-b_{3}=0 \tag{2.5}
\end{equation*}
$$

where

$$
b_{1}=4 \alpha \frac{\partial^{2} G}{\partial \xi^{2}} \frac{\partial G}{\partial \xi}, \quad b_{2}=2 \frac{\partial^{2} G}{\partial z \partial \xi}, \quad b_{4}=\frac{\partial^{2} G}{\partial \xi^{2}}\left(\left(\frac{\partial G}{\partial \xi}\right)^{2}+1\right), \quad b_{5}=\frac{\partial^{2} G}{\partial \xi^{2}}
$$

$$
\begin{gathered}
b_{3}=\hat{\alpha}\left(x+y \frac{\partial G}{\partial \xi}\right)+\left(f_{z}-\alpha\right)\left(\xi \frac{\partial G}{\partial \xi}-G\right)+\frac{\partial G}{\partial t}+2 f \frac{\partial G}{\partial z}-\frac{\partial^{2} G}{\partial z^{2}}-4 \alpha^{2} \frac{\partial^{2} G}{\partial \xi^{2}} \\
\hat{\alpha} \equiv \frac{\partial \alpha}{\partial t}+2 f \frac{\partial \alpha}{\partial z}-\frac{\partial^{2} \alpha}{\partial z^{2}}-2 \alpha \frac{\partial f}{\partial z} .
\end{gathered}
$$

Furthermore, differentiating Eq. (2.5) with respect to $x$ and $y$ and making the combination $D_{y} S-G_{\xi} D_{x} S-$ $2 g_{x x} G_{\xi \xi} S=0$, we obtain the equality containing the quadratic polynomial in $g_{x x}$, and $g_{x z}$ :

$$
\begin{equation*}
\alpha \frac{\partial^{3} G}{\partial \xi^{3}}\left(\left(\frac{\partial G}{\partial \xi}\right)^{2}+1\right) g_{x x}^{2}+\alpha \frac{\partial^{3} G}{\partial \xi^{3}} g_{x z}^{2}+c_{1} g_{x x}+c_{2} g_{x z}+c_{3}=0 \tag{2.6}
\end{equation*}
$$

Here

$$
c_{1}=\hat{\alpha} \frac{\partial^{2} G}{\partial \xi^{2}}\left(x+y \frac{\partial G}{\partial \xi}\right)+\hat{c}_{1}, \quad c_{2}=2\left(\alpha_{z} \frac{\partial^{2} G}{\partial \xi^{2}}+\alpha \frac{\partial^{3} G}{\partial z \partial \xi^{2}}\right), \quad c_{3}=-y \alpha \hat{\alpha} \frac{\partial^{2} G}{\partial \xi^{2}}+\hat{c}_{3}
$$

with certain functions $\hat{c}_{i}(i=1,3)$ which do not depend on $x$ and $y$ explicitly. We do not give some of the functions because of their cumbersome form. Hereafter, to treat the involved mathematical expressions, we use the system of analytical calculations REDUCE [15]. For further investigation, it is necessary to consider different variants which depend on the value of the function $\partial^{2} G / \partial \xi^{2}$.

Variant 1. Let $G_{\xi \xi} \neq 0$; then Eq. (2.6) with (2.5) can be rewritten as the quasilinear equation

$$
\begin{equation*}
a_{1} g_{x x}+a_{2} g_{x z}+a_{3}=0 \tag{2.7}
\end{equation*}
$$

with coefficients $a_{i}=b_{i} G_{\xi \xi \xi}-c_{i} G_{\xi \xi}(i=1,2,3)$. The last equation, together with Eq. (2.5), can be considered as a system of linear equations in $x$ and $y$ with a determinant equal to $G_{\xi \xi} \alpha \hat{\alpha}$. If $\hat{\alpha} \neq 0$, the two equations can be solved for $x$ and $y$ :

$$
\begin{equation*}
x=\Phi_{1}\left(g_{x x}, g_{x z}, g_{x}, z, t\right), \quad y=\Phi_{2}\left(g_{x x}, g_{x z}, g_{x}, z, t\right) \tag{2.8}
\end{equation*}
$$

Differentiating these equations with respect to $x$ and $y$, substituting the expressions for $g_{y}, g_{x y}, g_{x y z}$, and $g_{x x y}$ into them, and eliminating $g_{x x x}$ from two of them, we arrive at the relations

$$
\begin{gathered}
\Phi_{1,1} G_{\xi \xi} g_{x x}^{2}+\Phi_{1,2}\left(2 \alpha_{z}+G_{\xi \xi} g_{x x} g_{x z}+G_{z} g_{x x}\right)=-G_{\xi} \\
\Phi_{2,1} G_{\xi \xi} g_{x x}^{2}+\Phi_{2,2}\left(2 \alpha_{z}+G_{\xi \xi} g_{x x} g_{x z}+G_{z} g_{x x}\right)=1
\end{gathered}
$$

where $\Phi_{i, 1}=\partial \Phi_{i} / \partial g_{x x}$ and $\Phi_{i, 2}=\partial \Phi_{i} / \partial g_{x z}$. Using the expressions for the functions $\Phi_{i}(i=1,2)$ from the last equations, we find $g_{x x}=\Psi_{1}\left(g_{x}, z, t\right)$ and $g_{x z}=\Psi_{2}\left(g_{x}, z, t\right)$. Introducing these derivatives into (2.8), we obtain the contradictory equalities $x=\widehat{\Phi}_{1}\left(g_{x}, z, t\right)$ and $y=\widehat{\Phi}_{2}\left(g_{x}, z, t\right)$; therefore, in this case, one should consider $\hat{\alpha}=0$ or

$$
\frac{\partial \alpha}{\partial t}+2 f \frac{\partial \alpha}{\partial z}-\frac{\partial^{2} \alpha}{\partial z^{2}}-2 \alpha \frac{\partial f}{\partial z}=0 .
$$

Then, the coefficients $a_{i}, b_{i}, c_{i}(i=1,2,3), b_{4}$, and $b_{5}$ do not depend on $x$ and $y$ explicitly. A further analysis of equations (2.5) and (2.7) reveals that they can be solved for the second derivatives $g_{x x}$ and $g_{x z}$ :

$$
\begin{equation*}
g_{x x}=\Phi_{1}\left(g_{x}, z, t\right), \quad g_{x z}=\Phi_{2}\left(g_{x}, z, t\right) . \tag{2.9}
\end{equation*}
$$

Variant 1.1. Let $\Phi_{1} \neq 0$ in Eqs. (2.9); integrating the first equation in (2.9) over $x$, we have $\widehat{\Phi}\left(g_{x}, z, t\right)=$ $x+q(y, z, t)$ or

$$
\begin{equation*}
g_{x}=\Phi(x+q(y, z, t), z, t) \tag{2.10}
\end{equation*}
$$

where $q(y, z, t)$ is an arbitrary function of integration, and $\Phi(\lambda, z, t)$ is a certain function. The function $g(x, y, z, t)$ must also satisfy Eq. (2.4) and the second equation in (2.9), i.e., $g_{y}=2 x \alpha+\Phi_{3}(x+q(y, z, t), z, t)$ and $g_{x z}=\hat{\Phi}_{2}(x+q(y, z, t), z, t)$. An investigation of the compatibility of the last equations and (2.10) leads to the representation

$$
\begin{equation*}
g=-y^{2} \alpha k(t)+y \lambda(z, t)+\mu(x+y k(t), z, t) . \tag{2.11}
\end{equation*}
$$

Since, in all the representations for the starting variables of pressure and velocity, it is necessary to know only the derivatives of the function $\mu$ with respect $x$ and $y$, we introduce the notation $\varphi(\eta, z, t)=(\partial \mu / \partial \eta)(\eta, z, t)$. Substituting (2.11) into Eqs. (2.2) and separating the powers of $y$, we find that $k^{\prime}=0$, i.e., $k=$ const, while the functions $\alpha(z, t), \lambda(z, t)$, and $\varphi(\eta, z, t)$ satisfy the equations

$$
\begin{gather*}
\frac{\partial \alpha}{\partial t}+2 f \frac{\partial \alpha}{\partial z}-\frac{\partial^{2} \alpha}{\partial z^{2}}=2 \alpha \frac{\partial f}{\partial z}, \quad \frac{\partial^{2} f}{\partial z \partial t}+2 f \frac{\partial^{2} f}{\partial z^{2}}-\frac{\partial^{3} f}{\partial z^{3}}=\alpha^{2}+\left(\frac{\partial f}{\partial z}\right)^{2}, \\
\frac{\partial \lambda}{\partial t}+2 f \frac{\partial \lambda}{\partial z}-\frac{\partial^{2} \lambda}{\partial z^{2}}=\lambda\left(\alpha+f_{z}\right),  \tag{2.12}\\
\frac{\partial \varphi}{\partial t}+2 f \frac{\partial \varphi}{\partial z}-\frac{\partial^{2} \varphi}{\partial z^{2}}-\left(k^{2}+1\right) \frac{\partial^{2} \varphi}{\partial \eta^{2}}+\left(\lambda-\eta\left(\alpha+f_{z}\right)\right) \frac{\partial \varphi}{\partial \eta}+\left(\alpha-f_{z}\right) \varphi=0
\end{gather*}
$$

Here $\eta=x+k y$; moreover, $\psi=y(\lambda-\alpha \eta)+\mu$.
Variant 1.2. Let $\Phi_{1}=0$; then

$$
\begin{equation*}
g=x q_{1}(y, z, t)+q_{2}(y, z, t) \tag{2.13}
\end{equation*}
$$

By virtue of Eq. (2.4), the functions $q_{1}(y, z, t)$ and $q_{2}(y, z, t)$ become

$$
g=2 \alpha x y+x \widehat{\lambda}(z, t)+\widehat{\mu}(2 \alpha y+\hat{\lambda}(z, t), z, t) .
$$

We note that, if $\alpha=0$, this representation is a particular case of the representation (2.11); therefore, we assume here that $\alpha \neq 0$. Then the equation $g_{x z}=\Phi_{2}\left(g_{x}, z, t\right)$ leads to a further concrete definition of the representation (2.13):

$$
g=2 \alpha x(y+\lambda(z, t))+\mu(y, z, t) .
$$

As above, $\varphi=\partial \mu / \partial y$. Substituting this form of solution into the starting equations (2.2) and separating them with respect to variable $x$, we obtain the following equations for functions $\alpha(z, t), \lambda(z, t)$, and $\varphi(y, z, t)$ :

$$
\begin{gathered}
\frac{\partial \alpha}{\partial t}+2 f \frac{\partial \alpha}{\partial z}-\frac{\partial^{2} \alpha}{\partial z^{2}}=2 \alpha \frac{\partial f}{\partial z}, \quad \frac{\partial^{2} f}{\partial z \partial t}+2 f \frac{\partial^{2} f}{\partial z^{2}}-\frac{\partial^{3} f}{\partial z^{3}}=\alpha^{2}+\left(\frac{\partial f}{\partial z}\right)^{2}, \\
\frac{\partial \lambda}{\partial t}+2 f \frac{\partial \lambda}{\partial z}-\frac{\partial^{2} \lambda}{\partial z^{2}}-\frac{2}{\alpha} \frac{\partial \alpha}{\partial z} \frac{\partial \lambda}{\partial z}=-\lambda\left(\frac{\partial f}{\partial z}-\alpha\right), \\
\frac{\partial^{2} \varphi}{\partial y \partial t}+2 f \frac{\partial^{2} \varphi}{\partial y \partial z}-\frac{\partial^{3} \varphi}{\partial y \partial z^{2}}-\frac{\partial^{3} \varphi}{\partial y^{3}}-\left(y\left(f_{z}+\alpha\right)+2 \alpha \lambda\right) \frac{\partial^{2} \varphi}{\partial y^{2}}+\left(\alpha-f_{z}\right) \frac{\partial \varphi}{\partial y}=0 .
\end{gathered}
$$

Here $\psi=\alpha x y+2 \alpha x \lambda+\mu$.
Variant 2. Let $G_{\xi \xi}=0$ or $G=a(z, t) g_{x}+\lambda(z, t)$. This means that the function $g(x, y, z, t)$ must satisfy the equation

$$
\begin{equation*}
g_{y}-a(z, t) g_{x}=2 \alpha x+\lambda(z, t) . \tag{2.14}
\end{equation*}
$$

The solution of the last equation depends on the value of the function $a(z, t)$ and Eqs. (2.5) and (2.6) take the form

$$
\begin{gather*}
g_{x x} a_{z}+\alpha\left(-a f_{z}+a \alpha-b\right)+2 \alpha_{z} a_{z}=0  \tag{2.15}\\
2 g_{x z} a_{z}-\widehat{\alpha}(x+y a)-g_{x} b-\lambda f_{z}-\left(\lambda_{t}+2 f \lambda_{z}-\lambda_{z z}\right)-\alpha \lambda=0
\end{gather*}
$$

where $b \equiv a_{t}+2 f a_{z}-a_{z z}$
Variant 2.1. If $a=0$, the general solution of Eq. (2.14) can be represented in the form

$$
g=2 \alpha x y+y \lambda+\mu(x, z, t)
$$

Substitution of this representation into (2.2) yields

$$
\frac{\partial \alpha}{\partial t}+2 f \frac{\partial \alpha}{\partial z}-\frac{\partial^{2} \alpha}{\partial z^{2}}=2 \alpha \frac{\partial f}{\partial z}, \quad \frac{\partial^{2} f}{\partial z \partial t}+2 f \frac{\partial^{2} f}{\partial z^{2}}-\frac{\partial^{3} f}{\partial z^{3}}=\alpha^{2}+\left(\frac{\partial f}{\partial z}\right)^{2},
$$

$$
\begin{gather*}
\frac{\partial \lambda}{\partial t}+2 f \frac{\partial \lambda}{\partial z}-\frac{\partial^{2} \lambda}{\partial z^{2}}-\lambda\left(\frac{\partial f}{\partial z}-\alpha\right)=0  \tag{2.16}\\
\frac{\partial \varphi}{\partial t}+2 f \frac{\partial \varphi}{\partial z}-\frac{\partial^{2} \varphi}{\partial z^{2}}-\frac{\partial^{2} \varphi}{\partial x^{2}}+\left(\lambda+x\left(\alpha-f_{z}\right)\right) \frac{\partial \varphi}{\partial x}-\left(\alpha+\frac{\partial f}{\partial z}\right) \varphi=0
\end{gather*}
$$

where $\varphi=\partial \mu / \partial x$.
Variant 2.2. If $a \neq 0$, the solution of Eq. (2.14) has the form

$$
g=\frac{\alpha x^{2}+x \lambda}{a}+\mu(x+y a, z, t)
$$

in which $\mu(x+y a, z, t)$ is so far an arbitrary function.
If $a_{z} \neq 0$, the first equation in (2.15) implies that the function $g(x, y, z, t)$ is a quadratic polynomial in $x$ and $y$. This corresponds to the linear velocity profile relative to $x$ and $y[7]$. If $a_{z}=0$, but $a_{t} \neq 0$, again it follows from the second equation in (2.15) that the function $g(x, y, z, t)$ is a quadratic polynomial in $x$ and $y$. Therefore, it is necessary to consider the case where the function $a(z, t)$ is constant, the functions $\alpha(z, t), \lambda(z, t)$, and $f(z, t)$ satisfy the same equations (2.16) as in the previous case, and the function $\varphi(\eta, z, t)=(\partial \mu / \partial \eta)(\eta, z, t)$ must satisfy the equation

$$
\frac{\partial \varphi}{\partial t}+2 f \frac{\partial \varphi}{\partial z}-\frac{\partial^{2} \varphi}{\partial z^{2}}-\left(a^{2}+1\right) \frac{\partial^{2} \varphi}{\partial \eta^{2}}+\left(\lambda+\eta\left(\alpha-f_{z}\right)\right) \frac{\partial \varphi}{\partial \eta}-\left(\alpha+f_{z}\right) \varphi=0 .
$$

In all the above systems which correspond to the hyperbolic Monge-Ampere equation, the following two equations are split off:

$$
\begin{equation*}
\frac{\partial \alpha}{\partial t}+2 f \frac{\partial \alpha}{\partial z}-\frac{\partial^{2} \alpha}{\partial z^{2}}=2 \alpha \frac{\partial f}{\partial z}, \quad \frac{\partial^{2} f}{\partial z \partial t}+2 f \frac{\partial^{2} f}{\partial z^{2}}-\frac{\partial^{3} f}{\partial z^{3}}=\alpha^{2}+\left(\frac{\partial f}{\partial z}\right)^{2}, \tag{2.17}
\end{equation*}
$$

which can be investigated independently of the other equations. The infinite group $G^{\infty}$ admitted by system (2.17) corresponds to the algebra $L^{\infty}$, which consists of the operators

$$
Z_{h}=2 h(t) \partial_{z}+h^{\prime}(t) \partial_{f}, \quad T=\partial_{t}, \quad R=2 t \partial_{t}+z \partial_{z}-2 \alpha \partial_{\alpha}-f \partial_{f}
$$

with an arbitrary function $h(t) \in C^{\infty}$. The commutators of these operators are of the form $\left[T, Z_{h}\right]=Z_{h^{\prime}}$, $\left[R, Z_{h}\right]=Z_{2 t h^{\prime}-h},[T, R]=2 T$, and $\left[Z_{h_{1}}, Z_{h_{2}}\right]=0$ (here and henceforth, the prime denotes differentiation of the function of one variable with respect to its argument).

Since to construct the invariant and the partially invariant solutions of system (2.17), knowledge of invariants of the corresponding groups is necessary, we classify the subalgebras by the availability of invariants of definite forms.

All the subalgebras of the infinite-dimensional algebra $L^{\infty}$ can be of two types: those which contain the extension operator $R$ and those which do not contain one, i.e., $\left(R+c T+Z_{h_{1}}\right) \oplus L$ or $L$. Here $L$ is the subalgebra of the infinite-dimensional algebra consisting of the operators $T$ and $Z_{h}$. We note that the constant $c$ in the operator $R+c T+Z_{h_{1}}$ can be set to zero. This corresponds to the replacement of the time $t$ by the time $t+c$ in the invariants.

In turn, subalgebras $L$ can also be of two types: those which involve the operator $T$ and those which do not involve one, i.e., $\left(T+Z_{h_{1}}\right) \oplus \bar{L}$ or $\bar{L}$. Here $\bar{L}$ is the subalgebra of the infinite-dimensional algebra consisting of operators $Z_{h}$.

First of all, we consider the possible invariants of the subalgebras $L$. If the dimensionality of the firstclass subalgebra $\left(T+Z_{h_{1}}\right) \oplus \bar{L}$ is greater than 2 , they have only one invariant $\alpha$, while the second-class subalgebras $\bar{L}$ of a dimensionality greater than 1 have two invariants: $\alpha$ and $t$. The invariants for the other subalgebras $\left\{T+Z_{h_{1}}, Z_{h_{2}}\right\},\left\{T+Z_{h_{1}}\right\}$, and $\left\{Z_{h}\right\}$ can easily be found. The invariants for the subalgebra $\left\{T+Z_{h_{1}}, Z_{h_{2}}\right\}$ are $\alpha$ and $f-c z-H(t)$, where $H(t)=h_{1}(t)-2 c \int h_{1}(t) d t$. Here $c$ is a constant following from the requirement that the above operators form a subalgebra. This requirement corresponds to the condition $\left[T+Z_{h_{1}}, Z_{h_{2}}\right]=2 c Z_{h_{2}^{\prime}}$ and is expressed by the equality $h_{2}^{\prime}=2 c h_{2}$, which imposes a constraint on the function
$h_{2}$. For the subalgebra $\left\{T+Z_{h_{1}}\right\}$, the invariants are $z-2 H(t), \alpha$, and $f-H^{\prime}(t)$, where $H(t)$ is the integral of the function $h_{1}$. The subalgebra $\left\{Z_{h}\right\}$ has the invariants $t, \alpha$, and $f-z H(t)$, where $H(t)=h^{\prime} /(2 h)$.

We now consider all possible invariants of the subalgebras $\left(R+Z_{h}\right) \oplus L$. If a subalgebra $L$ is the subalgebra of the first class $\left(T+Z_{h_{1}}\right) \oplus \bar{L}$ and is of dimensionality greater than 2 , this subalgebra $\left(R+Z_{h}\right) \oplus L$ has no invariants. If $L$ is the subalgebra of the second class $\bar{L}$ of dimensionality greater than 1 , the subalgebra $\left(R+Z_{h_{1}}\right) \oplus L$ has the only invariant $t \alpha$. The invariants of the remaining subalgebras $\left\{T+Z_{h_{1}}, Z_{h_{2}}, R+Z_{h_{3}}\right\}$, $\left\{T+Z_{h_{1}}, R+Z_{h_{2}}\right\},\left\{Z_{h_{1}}, R+Z_{h_{2}}\right\},\left\{R+Z_{h}\right\}$, and $\left\{R+Z_{h}\right\}$ can easily be found as well.

For subalgebras of the form $\left\{T+Z_{h_{1}}, Z_{h_{2}}, R+Z_{h_{3}}\right\}$, the subalgebra condition constrains the functions $h_{1}(t), h_{2}(t)$, and $h_{3}(t):$

$$
h_{1}(t)=H(t)-c, \quad h_{2}=1, \quad h_{3}^{\prime}(t)=2 t H^{\prime}(t)+H(t)
$$

with a certain constant $c$ and function $H(t)$. These subalgebras have the only invariant $\alpha(f-H(t))^{-2}$.
For subalgebras of the form $\left\{T+Z_{h_{1}}, R+Z_{h_{2}}\right\}$, the subalgebra condition requires that the functions $h_{1}(t)$ and $h_{2}(t)$ satisfy the relations $h_{1}(t)=H^{\prime}(t)$ and $h_{2}(t)=2 t H^{\prime}(t)-H(t)$, where $H(t)$ is a certain function. The invariants of these subalgebras are $\alpha(z-2 H(t))^{2}$ and $\left(f-H^{\prime}(t)\right)(z-2 H(t))$.

For subalgebras of the form $\left\{Z_{h_{1}}, R+Z_{h_{2}}\right\}$, the subalgebra condition is $t h_{1}^{\prime}(t)=2 c h_{1}$, where $c$ is a certain constant, while the invariants are $t \alpha$ and $(f-H(t)-c z / t) t^{1 / 2}$. Here

$$
H(t)=\frac{1}{2 t} h_{2}(t)-\frac{(4 c-1) t^{-1 / 2}}{2} \int t^{-3 / 2} h_{2}(t) d t .
$$

Finally, the subalgebra $\left\{R+Z_{h}\right\}$ has the invariants $(z-2 H(t)) t^{-1 / 2}, t \alpha$, and $\left(f-H^{\prime}(t)\right) t^{1 / 2}$, where $h(t)=$ $2 t H^{\prime}(t)-H(t)$.

Thus, all the invariants of the subalgebras $L^{\infty}$ can be of ten types indicated above: 1) $\alpha$; 2) $t \alpha$; 3) $\alpha(f-H(t))^{-2}$; 4) $t$ and $\alpha$; 5) $\alpha$ and $f-c z-H(t)$; 6) $\alpha(z-2 H(t))^{2}$ and $\left(f-H^{\prime}(t)\right)(z-2 H(t))$; 7) t $\alpha$ and $\left.(f-H(t)-c z / t) t^{1 / 2} ; 8\right) z-2 H(t), \alpha$, and $\left.f-H^{\prime}(t) ; 9\right) t, \alpha$ and $\left.f-z H(t) ; 10\right)(z-2 H(t)) t^{-1 / 2}, t \alpha$, and $\left(f-H^{\prime}(t)\right) t^{1 / 2}$ with a certain function $H(t)$ and constant $c$.
3. Invariant Solutions of System (2.17). Analysis of the compatibility conditions for partially invariant solutions which correspond to invariants 1-4 shows that these solutions reduce either to the case where $\alpha=0$, or to one of the invariant solutions obtained for invariants $5-10$, namely: for type $1, \alpha=0$, and for types 2 and $4, \alpha=0$ or the solution is the invariant solution of type 9 , and for type 3 , a solution exists only if $\alpha=0$.

Type 5. There is only one invariant solution $\alpha=0$ and $f=H(t)$, where $H(t)$ is an arbitrary function of time.

Type 6. The invariant solution has the representation

$$
\alpha=\frac{c_{1}}{(z-2 H(t))^{2}}, \quad f=H^{\prime}(t)+\frac{c_{2}}{z-2 H(t)},
$$

where $c_{1}$ and $c_{2}$ are constants which satisfy the relations $c_{1}\left(c_{2}+3\right)=0$ and $3 c_{2}\left(c_{2}+2\right)=c_{1}^{2}$.
Type 7. The invariant solution has the representation $\alpha=c_{1} / t$ and $f=H(t)+c_{2} z / t$, where $c_{1}$ and $c_{2}$ are constants which satisfy the relations $c_{1}\left(2 c_{2}+1\right)=0$ and $c_{2}\left(c_{2}+1\right)+c_{1}^{2}=0$.

Type 8. The invariant solution has the representation $\alpha=\alpha(\lambda), f=H^{\prime}(t)+\phi(\lambda)$, and $\lambda=z+2 q(t)$. Substitution into Eqs. (2.17) yields the $S / H$ system of ordinary differential equations for the functions $\alpha(\lambda)$ and $\phi(\lambda)$

$$
\alpha^{\prime \prime}-2 \phi \alpha^{\prime}+2 \alpha \phi^{\prime}=0, \quad \phi^{\prime \prime \prime}-2 \phi \phi^{\prime \prime}+\left(\phi^{\prime}\right)^{2}+\alpha^{2}=0 .
$$

Type 9. The invariant solution has the representation $\alpha=\alpha(t)$ and $f=z H(t)+\phi(t)$. Substituting this into Eqs. (2.17), we obtain $\alpha^{\prime}=2 \alpha H^{\prime}$ and $H^{\prime}=\alpha^{2}+H^{2}$. The new solution of the last equations, which differs from type 7 , is of the form (up to the time shift $t$ )

$$
\alpha=\frac{c}{c^{2} t^{2}-1}, \quad H=-\frac{c^{2} t}{c^{2} t^{2}-1}
$$

where $c$ is a constant.
Type 10. The invariant solution has the representation $\alpha=t^{-1} P(\lambda), f=H^{\prime}(t)+t^{-1 / 2} Q(\lambda)$, and $\lambda=t^{-1 / 2}(z-2 H(t))$. Substitution into Eqs. (2.17) yields the following $S / H$ system of ordinary differential equations for the functions $P(\lambda)$ and $Q(\lambda)$ :

$$
2 P^{\prime \prime}+(\lambda-4 Q) P^{\prime}+4 P Q^{\prime}+2 P=0, \quad 2 Q^{\prime \prime \prime}+(\lambda-4 Q) Q^{\prime \prime}+2\left(Q^{\prime}\right)^{2}+2 Q^{\prime}+2 P^{2}=0
$$

4. The Group Stratification of System (2.17). The infinite-dimensional group which corresponds to the operator $Z_{h}$ has the enhanced operator $2 h \partial_{z}+h^{\prime}(t)\left(\partial_{f}-2 f_{z} \partial_{f_{t}}-2 \alpha_{z} \partial_{\alpha_{t}}-2 \beta_{z} \partial_{\beta_{t}}\right)+h^{\prime \prime} \partial_{f_{t}}$, where $\beta=f_{z}$. The universal invariant of the first order (all calculations are similar to those performed during group stratification of the system of equations of the plane steady boundary layer [16]) is easily obtained:

$$
\underset{1}{J}=\left(t, \beta, \alpha, \alpha_{z}, \beta_{z}, \beta_{t}+2 f \beta_{z}, \alpha_{t}+2 f \alpha_{z}\right) ;
$$

therefore, the AG system of rank 2 can be written as follows:

$$
\begin{equation*}
\alpha=\alpha(t, \beta), \quad \alpha_{z}=\varphi(t, \beta), \quad \beta_{z}=\gamma(t, \beta), \quad \beta_{t}+2 f \beta_{z}=\xi(t, \beta), \quad \alpha_{t}+2 f \alpha_{z}=\zeta(t, \beta) \tag{4.1}
\end{equation*}
$$

where $\alpha(t, \beta), \varphi(t, \beta), \gamma(t, \beta), \xi(t, \beta)$ and $\zeta(t, \beta)$ are the unknown functions. The compatibility conditions for the last system and the starting system (2.17) have the form

$$
\begin{gather*}
\varphi=\gamma \alpha_{\beta}, \quad \zeta=\gamma \varphi_{\beta}+2 \alpha \beta, \quad \xi=\gamma \gamma_{\beta}+\alpha^{2}+\beta^{2}  \tag{4.2}\\
\alpha_{t}+\left(\alpha^{2}+\beta^{2}\right) \alpha_{\beta}-\gamma^{2} \alpha_{\beta \beta}=2 \alpha \beta, \quad \gamma_{t}+\left(\alpha^{2}+\beta^{2}\right) \gamma_{\beta}-\gamma^{2} \gamma_{\beta \beta}=2 \alpha \gamma \alpha_{\beta} . \tag{4.3}
\end{gather*}
$$

Thus, the group stratification of system (2.17) relative to the infinite-dimensional group with operator $Z_{h}$ is the union of the automorphic system (4.1) with functions (4.2) and the governing system which consists of Eqs. (4.3).

Remark 1. System (4.1), (4.3) is equivalent to the starting system (2.17) provided that $f_{z z} \neq 0$. The case where $f_{z z}=0$ corresponds to the above considered invariant solution $\alpha=\alpha(t)$ and $f=z q(t)+\phi(t)$.

System (4.3) admits only a two-parameter group which corresponds to the operators $T=\partial_{t}$ and $\bar{R}=t \partial_{t}-\beta \partial_{\beta}-\alpha \partial_{\alpha}-(3 / 2) \psi \partial_{\psi}$. The optimal system of subalgebras of the algebra $L_{2}=\{T, \bar{R}\}$ consists of only three representatives: $L_{2},\{T\}$, and $\{\bar{R}\}$. The invariant solutions of system (4.3) relative to the algebra $L_{2}$ lead to solutions which correspond to the invariant solutions of type 7 for system (2.17). The invariant solutions of system (4.3) relative to the subalgebra $\{T\}$ lead to solutions which correspond to the invariant solutions of type 9 for system (2.17). Finally, the invariant solutions of system (4.3) relative to the subalgebra $\{\tilde{R}\}$ can be represented as $\alpha=t^{-1} A(\lambda)$, and $\psi=t^{-3 / 2} B(\lambda)$, where $\lambda=t \beta$ and the functions $A(\lambda)$ and $B(\lambda)$ satisfy the $S / H$ system:

$$
\begin{gathered}
B^{2} A^{\prime \prime}-\left(A^{2}+\lambda^{2}+\lambda\right) A^{\prime}+(1+2 \lambda) A=0 \\
B^{2} B^{\prime \prime}-\left(A^{2}+\lambda^{2}+\lambda\right) B^{\prime}+\left(\frac{3}{2}+A A^{\prime}\right) B=0
\end{gathered}
$$

Remark 2. Apparently, the last type of invariant solution of system (4.3) corresponds to the invariant solutions of system (2.17) of type 10; however, the search for this invariant solution is preferred, since after the solution of the governing system is found, it is necessary to construct the solution of the automorphic system.
5. Certain Solutions of System (2.12). We give here some particular solutions of system (2.12) and, consequently, some solutions of the three-dimensional Navier-Stokes equations of the above class of partially invariant solutions.

As an example, we consider a solution of the form $\varphi=s(t, z) g(\eta)$ (the case where $g \neq$ const is of interest). Substitution of this form of solution into the last equation (2.12) yields

$$
\begin{equation*}
-\left(k^{2}+1\right) g^{\prime \prime}+\left(\lambda-\eta\left(\alpha+f_{z}\right)\right) g^{\prime}+a g=0 \tag{5.1}
\end{equation*}
$$

where $a=s^{-1}\left(s_{t}+2 f s_{z}-s_{z z}+\left(\alpha-f_{z}\right) s\right)$. After differentiation of Eq. (5.1) with respect to $t$ and $z$ we obtain
the consequences

$$
\begin{equation*}
\left(\lambda_{t}-\eta\left(\alpha+f_{z}\right)_{t}\right) g^{\prime}+a_{t} g=0, \quad\left(\lambda_{z}-\eta\left(\alpha+f_{z}\right)_{z}\right) g^{\prime}+a_{z} g=0 \tag{5.2}
\end{equation*}
$$

Inasmuch as $g \neq 0$, the determinant of the last system, which is considered as a system of linear equations for $g$ and $g^{\prime}$, vanishes, which gives the conditions $\lambda_{t} a_{z}-\lambda_{z} a_{t}=0$ and $\left(\alpha+f_{z}\right)_{t} a_{z}-\left(\alpha+f_{z}\right)_{z} a_{t}=0$.

For $a=$ const, from Eqs. (5.2) we find that $\lambda=$ const and $\alpha+f_{z}=$ const. However, the first and second equations of system (2.12) yield $\alpha=-f_{z}$. Equation (5.1) is then the ordinary second-order differential equation for $g(\eta)$ with constant coefficients

$$
\begin{equation*}
-\left(k^{2}+1\right) g^{\prime \prime}+\lambda g^{\prime}+a g=0 \tag{5.3}
\end{equation*}
$$

Thereby, the prescribed-form solution of system (2.12) is determined, namely, $\alpha=-f_{z}, \lambda$ is an arbitrary constant, the function $g(\eta)$ is found by solving Eq. (5.3), and the functions $f(t, z)$ and $s(t, z)$ must satisfy the equations $f_{t z}+2 f f_{z z}-f_{z z z}=0$ and $s_{t}+2 f s_{z}-s_{z z}-\left(2 f_{z}+a\right) s=0$, where $a$ is an arbitrary constant.

The case $a \neq$ const is possible only for $g=\exp (-c \eta), \alpha=-f_{z}$, and $\lambda=a c^{-1}-c\left(k^{2}+1\right)$ with the arbitrary constant $c \neq 0$. Moreover, the functions $a(t, z), f(t, z)$, and $s(t, z)$ must satisfy the recursive system of differential equations

$$
f_{t z}+2 f f_{z z}-f_{z z z}=0, \quad a_{t}+2 f a_{z}-a_{z z}=0, \quad s_{t}+2 f s_{z}-s_{z z}-\left(2 f_{z}+a\right) s=0
$$

Remark 3. Other types of solution of system (2.12) with separable variables are also possible. For example, an analysis of solutions of the form $\varphi=s(t, \eta) \neq 0$ shows that they are admitted only in the case where the solution of the first two equations of system (2.17) is the invariant solution of types 7 or 9 .

Remark 4. The last equation of system (2.12) is linear; moreover, it is the only equation that involves three independent variables. One can easily see that the solutions $\varphi(\eta, z, t)$ of this equation, in which the functions $f, \alpha$, and $\lambda$ of the variables $z$ and $t$ are assumed to be known, involve polynomials of any degree in variable $\eta$. The coefficients $\varphi_{j}(z, t)$ of these polynomials satisfy the recursive system of parabolic equations, which is not given here.
6. Interpretation of the Partially Invariant Solutions Considered Above. We show that the solutions described in Sec. 2 can be interpreted as the motions with the plane free boundary $z=l(t)$, where the function $l$, together with the functions $u, v, w$, and $p$, should be determined.

First of all, we note that, for the known $f(z, t)$, the function $p(z, t)$ is found by means of quadratures up to the additive function $\chi(t)$. By virtue of the arbitrariness of $\chi$, the dynamic condition for the normal stress at the free boundary $-p+2 \partial w / \partial z=0$ for $z=l(t)$ can always be satisfied after the functions $w=2 f$ and $l$ have been found.

The kinematic condition at the free boundary has the form $d l / d t=2 f[l(t), t]$ and the conditions of the absence of tangential stresses, which are initially formulated in terms of functions $u, v$, and $w$, lead to the equalities

$$
\begin{equation*}
\psi_{y z}-x f_{z z}=0, \quad \psi_{x z}+y f_{z z}=0 \quad \text { for } \quad z=l(t) \tag{6.1}
\end{equation*}
$$

Separation of the last equations with respect to the variables $x$ and $y$ forms the boundary conditions for the functions which enter system (2.12). For example, in Variant 1.1 (see Sec. 2), relations (6.1) are identically satisfied in $x$ and $y$ if the conditions $\alpha_{z}=f_{z z}=\lambda_{z}=\varphi_{z}=0$ hold for $z=l(t)$. Let the second surface, which bounds the fluid, be the plane $z=0$. If the equalities

$$
\begin{equation*}
\alpha=f=f_{z}=\lambda=\varphi=0 \quad \text { for } \quad z=0 \tag{6.2}
\end{equation*}
$$

hold, the adhesion conditions are satisfied on this plane, and it can be identified with an immovable solid boundary.

Other interpretations are also possible for the solutions corresponding to Variant 1.1 (Sec. 2), which is considered here for definiteness. In particular, if conditions (6.2) for the functions $\lambda$ and $\varphi$ are replaced by the inhomogeneous conditions $\lambda+k \varphi=\sigma(t)$ and $-\varphi=\tau(t)$ for $z=0(\sigma$ and $\tau$ are arbitrary functions of $t$ ), the adhesion conditions are satisfied on a solid plane $z=0$, which moves translationally with a speed $\boldsymbol{V}=(\sigma, \tau)$.

Moreover, the second plane, which bounds the liquid layer, can also be a moving free boundary $z=m(t)$.
Remark 5. System (2.12) admits particular solutions in which $\alpha=f_{z}$ and $\lambda=\varphi=0$. They relate to the planar motions of a fluid which describe, in particular, the process of symmetrical deformation of a viscous strip $|z|<l(t)$ with free boundaries. This process is dealt with in the papers [5, 10, 11].

Remark 6. We have considered only the hyperbolic case of the Monge-Ampere equation (2.3). At the same time, this equation is compatible with system (2.2) in the elliptic case as well if $\psi$ is assumed to be a quadratic polynomial in the variables $x$ and $y$. Among the partially invariant solutions of system (1.1) obtained in this way, there are solutions which describe the spreading of a viscous fluid with free boundary $z=l(t)$ on the plane $z=0$ which rotates about the $z$ axis with a specified angular velocity $\Omega(t)$. This problem was studied in $[5,8,9]$.
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